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**Introduction**

I have made this project in C++ programming language using some elementary concepts.

* Read 300 input data
* Divide this input data into 8 clusters by K-means Algorithm
* Compress this group centers by Huffman coding
* Replace step 2 by Principal Component Algorithm

**K-means Clustering Algorithm**

K-means clustering is a method of classifying/grouping items into k groups (where k is the number of pre-chosen groups). The grouping is done by minimizing the sum of squared distances (Euclidean distances) between items and the corresponding centroid.

A centroid is "The centre of mass of a geometric object of uniform density", though here; we'll consider mean vectors as centroids.

![http://mnemstudio.org/ai/cluster/images/k-means1.gif](data:image/gif;base64,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)

A clustered scatter plot. The black dots are data points. The red lines illustrate the partitions created by the k-means algorithm. The blue dots represent the centroids which define the partitions.

* For each point place it in the cluster whose current centroid it is in nearest
* After all points are assigned, update the locations of centroids of the k clusters
* Reassign all points to their closest centroid sometimes moves points between clusters
* Repeat 2 and 3 until convergence

**Convergence**: points don’t move between clusters and centroids stabilize

* In each round we have to examine each input point exactly once to find closest centroid
* Each round is o(kN) for N points, k clusters
* But the number of rounds to convergence can be very large!

**Huffman coding**

 A Huffman code is a particular type of optimal [prefix code](https://en.wikipedia.org/wiki/Prefix_code" \o "Prefix code) that is commonly used for [lossless data compression](https://en.wikipedia.org/wiki/Lossless_data_compression" \o "Lossless data compression).

Huffman coding is based on the frequency of occurrence of a pixel in images. The principle is to use a lower number of bits to encode the data that occurs more frequently.

The Huffman algorithm is now briefly summarised:

* A bottom-up approach

1. Initialization: Put all nodes in an OPEN list, keep it sorted at all times (e.g., ABCDE).

2. Repeat until the OPEN list has only one node left:

(a) From OPEN pick two nodes having the lowest frequencies/probabilities, create a parent node of them.

(b) Assign the sum of the children's frequencies/probabilities to the parent node and insert it into OPEN.

(c) Assign code 0, 1 to the two branches of the tree, and delete the children from OPEN.

![https://users.cs.cf.ac.uk/Dave.Marshall/Multimedia/huffman.gif](data:image/gif;base64,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)

Symbol Count log (1/p) Code Subtotal (# of bits)

------ ----- ------- ------ ---------------

A 15 1.38 0 15

B 7 2.48 100 21

C 6 2.70 101 18

D 6 2.70 110 18

E 5 2.96 111 15

TOTAL (# of bits): 87

The following points are worth noting about the above algorithm:

* Decoding for the above two algorithms is trivial as long as the coding table (the statistics) is sent before the data. (There is a bit overhead for sending this, negligible if the data file is big.)
* **Unique Prefix Property**: no code is a prefix to any other code (all symbols are at the leaf nodes) > great for decoder, unambiguous.
* If prior statistics are available and accurate, then Huffman coding is very good.

In the above example:

Number of bits needed for Huffman Coding is: 87 / 39 = 2.23

**Implementing Huffman tree**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **E 2** | **D 3** | **B 4** | **A 5** | **C 6** |

|  |  |
| --- | --- |
| **Character** | **Frequency** |
| A | 5 |
| B | 4 |
| C | 6 |
| D | 3 |
| E | 2 |

**2 3 4 5 5 6 9 11 20**

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **E** | **D** | **B** | **A** | **E/D** | **C** | **B/A** | **ED/C** | **B/A/E/D/C** |

**A B C D E E/D B/A E/D/C B/A/E/D/C**

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **6 -1 -1** | **6 -1 -1** | **7 -1 -1** | **5 -1 -1** | **5 -1 -1** | **7 4 3** | **8 1 0** | **8 5 2** | **-1 6 7** |

**0 1 2 3 4 5 6 7 8**

**5 9 11 20**

B/A/E/D/C/

E/D/C

B/A

E/D

E/D/C

B/A

C

E/D

A

B

D

E

**B/A/E/D/C**

**0 1**

**B/A**

**E/D/C**

**0 1 0 1**

**A**

**B**

**E/D**

**C**

**0 1**

**D**

**E**

|  |  |
| --- | --- |
| **Character** | **Binary code** |
| **A** | 11 |
| **B** | 10 |
| **C** | 00 |
| **D** | 011 |
| **E** | 010 |

**Experimental Result**

Data from the text file “UniformData.txt” and put that data into a vector.

Each pair of coordinates is separated by a space in the file, these two coordinate strings are read as float values and added to the vector as a pair.

void readData(std::vector<std::pair<float, float>>& voData)

{

FILE \*fp = fopen(g\_FileName.c\_str(),"r");

int pairNum;

fscanf(fp,"%d\n", &pairNum);

for(int i=0;i<pairNum;i++)

{

float weight,height;

fscanf(fp,"%f %f\n",&weight, &height);

voData.push\_back(std::make\_pair(weight,height));

}

}

K-Means algorithm.

1. Initialize Cluster Centers
2. Update Cluster Indexes
3. Update Cluster Centers

Step 2 and 3 is repeated until the error difference is lower than the threshold.

void executeKMeans(std::vector<std::pair<float, float>>& vInputData, std::vector<std::pair<float, float>>& voClusterCenter, std::vector<int>& voClusterIndex)

{

initClusterCenter(vInputData, voClusterCenter);

voClusterIndex.resize(vInputData.size());

float LastError = FLT\_MAX;

float CurrentError;

int NumIteration = 0;

while (NumIteration < 100)

{

updateClusterIndex(vInputData, voClusterCenter, voClusterIndex);

updateClusterCenter(vInputData, voClusterIndex, voClusterCenter);

CurrentError = computeError(vInputData, voClusterIndex, voClusterCenter);

if (fabs(CurrentError - LastError) < 0.0001) break;

LastError = CurrentError;

NumIteration++;

}

}

Huffman coding algorithm.

1. Generate Frequency Table
2. Generate Huffman Tree
3. Generate Huffman codes and Generate the output bit stream

Generate Frequency Table

Frequency of each cluster center is calculated by iterating through all the input data. This frequency is then added to the code table along with the original cluster center coordinates.

void generateFrequencyTable(const std::vector<int>& vInput, std::vector<CodeTableElement>& voCodeTable)

{

for(int i = 0; i < vInput.size(); i++)

{

int j;

for(j = 0; j < voCodeTable.size(); j++)

{

if(voCodeTable[j].Data == vInput[i])

{

voCodeTable[j].Frequency++;

break;

}

}

if (j == voCodeTable.size())

{

CodeTableElement t;

t.Data = vInput[i];

t.Frequency = 1;

voCodeTable.push\_back(t);

}

}

\_ASSERT(voCodeTable.size() == g\_NumCluster);

int Total = 0;

for (int i=0; i<voCodeTable.size(); i++) Total += voCodeTable[i].Frequency;

\_ASSERT(Total == vInput.size());

}

Initializing the priority queue

A priority queue holding the tree nodes is generated here. Each tree node contains its index and the frequency along with the references to its children and parent. These sorted nodes then passed to the Huffman tree vector.

void initPriorityQueueAndTree(std::vector<CodeTableElement>& vCodeTable, std::priority\_queue<QueueElement>& voPriorityQueue, std::vector<HuffmanTreeNode>& voHuffmanTree)

{

QueueElement q;

HuffmanTreeNode t;

for (int i=0; i<vCodeTable.size(); i++)

{

q.Frequency = vCodeTable[i].Frequency;

q.NodeIndex = i;

voPriorityQueue.push(q);

t.Left = t.Right = t.Parent = -1;

t.NodeIndex = i;

voHuffmanTree.push\_back(t);

}

}

Generate Huffman Tree

The least two elements are popped out from the priority queue. The frequencies of these are added and put into the Huffman tree and the priority queue as a new node. This node is referenced as the parent of the first two elements and those are referenced as children of the new node.

void generateHuffmanTree(std::priority\_queue<QueueElement>& vPriorityQueue, std::vector<HuffmanTreeNode>& voHuffmanTree)

{

QueueElement Left, Right, t;

HuffmanTreeNode Node;

while (vPriorityQueue.size() > 1)

{

Left=vPriorityQueue.top();

vPriorityQueue.pop();

Right=vPriorityQueue.top();

vPriorityQueue.pop();

t.Frequency= Left.Frequency+Right.Frequency;

t.NodeIndex=voHuffmanTree.size();

vPriorityQueue.push(t);

Node.Left = Left.NodeIndex;

Node.Right = Right.NodeIndex;

Node.Parent = -1;

Node.NodeIndex = t.NodeIndex;

voHuffmanTree[Left.NodeIndex].Parent = Node.NodeIndex;

voHuffmanTree[Right.NodeIndex].Parent = Node.NodeIndex;

voHuffmanTree.push\_back(Node);

}

}

Generate Huffman Code

The path to the root of the Huffman tree from each leaf is generated, so that each left child is represented as 0 and right child as 1. These codes are then reversed so that they can be followed from the root to the leaf later.

void generateHuffmanCode(std::vector<HuffmanTreeNode>& vHuffmanTree, std::vector<CodeTableElement>& voCodeTable)

{

for (int i = 0; i < 8; i++)

{

std::vector<bool> ReverseCode;

HuffmanTreeNode Node = vHuffmanTree[i];

HuffmanTreeNode ParentNode;

while (Node.Parent != -1)

{

ParentNode = vHuffmanTree[Node.Parent];

ReverseCode.push\_back(ParentNode.Left == Node.NodeIndex);

Node = ParentNode;

}

for (int j = ReverseCode.size() - 1; j >= 0; j--)

{

voCodeTable[i].Code.push\_back(ReverseCode[j]);

}

}

}

**Clustering coding**

void generateEncodedBitStream(const std::vector<int>& vInputData, std::vector<CodeTableElement>& vCodeTable, std::vector<bool>& voOutput)

{

for (int i = 0; i < vInputData.size(); i++)

{

for (int j = 0; j < 8; j++)

if (vInputData[i] == vCodeTable[j].Data)

for (bool b : vCodeTable[j].Code)

voOutput.push\_back(b);

}

}

User defined structures

Huffman Tree Node

struct HuffmanTreeNode

{

int NodeIndex, Left, Right, Parent;

};

queue Element – THis is needed to compare two elements in the QUEUE

struct QueueElement

{

int Frequency;

int NodeIndex;

friend bool operator<(const QueueElement& vLeft, const QueueElement& vRight) { return vLeft.Frequency > vRight.Frequency; }

};

code table element

struct CodeTableElement

{

int Data;

int Frequency;

std::vector<bool> Code;

};

<vector>, <string> and <queue> libraries are imported at the beginning of the code.

The final output :   
[100010010011111000110100111111000000011001100111101001111010000110010101100111011110  
0110011111101011001101111011101011000110101010110011111111000101011000001100011011111101  
00011100111000110101000001011110111110000101000101001111101010011011001101011111100111  
001101101001111011111111111001010111111101000011000111011110111011000001011011101001011111  
110010100110000011010100000011010111111000111000001101110110110101101000000000101  
00000101101101000110110001011010111110010010100111101111011101110101110101001100111011  
01101111110110100011010110111111000111100000111111100011111111011111111101101111011011100010  
1111101011011010010111110010101101110100000001110011110100100100111011111011111100111101  
0000011110010111000010011101111001110001110000110101100100110111001000011000010100  
011110100010010111110111111101100001101101100111001101101000111100011110100011010110010  
00001001]

**Conclusion**

* K-means Clustering and Huffman coding has been implemented successfully and successfully divided 300 input data into 8 clusters and compressed this clusters by using K-means Algorithm and Huffman coding.

**Teacher Evaluation**

* Grade :
* Teacher’s Signature :